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SGVB (Kingma ICLR 2014)

Idea: Maximize variational lower bound L on data likelihood p(x).

log p(x) = log

∫
z
pθ(x|z)p(z)dz (1)

≥ Eqφ(z|x)
[
log

pθ(x|z)pθ(z)
qφ(z|x)

]
(2)

= L(θ, φ;x) (3)
Figure: VAE Model

Limit: Distributions must have differentiable non-centered
parametrization. Has resulted in simpler latent distributions.

z ∼ N (z|µ, σ2)↔ z = µ+ σε, ε ∼ N (0, 1) (4)

∇φEqφ(z)[fθ(z)]↔ EN (ε|0,1)[∇φfθ(µ+ σε)] (5)
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Normalizing Flows (Rezende ICML 2015)

Idea: Transform latent distribution with invertible mappings.

zK = fK ◦ ... ◦ f2 ◦ f1(z0) (6)

ln qK(zK) = ln q0(z0)−
K∑
k=1

ln det

∣∣∣∣∂fk∂zk

∣∣∣∣ (7)

Limit: Only implements linear-time flows with MLPs.



IAF ResNet VAE Results

Inverse Autoregressive Flow

Idea: Replace MLP with a RNN in Normalizing Flow framework.
Triangular Jacobian yields easy determinant computation.

z = µ0 + σ0 � ε, ε ∼ N (0|I) (8)

εi =
zi − µi(z1:i−1)
σi(z1:i−1)

(9)

log det

∣∣∣∣ dεdy
∣∣∣∣ = D∑

i=1

− log σi(z) (10)

log q(zT |x) = −
D∑
i=1

(
1

2
ε2i +

1

2
log(2π) +

T∑
t=0

log σt,i

)
(11)
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Inverse Autoregressive Flow
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Ladder VAE (Sonderby NIPS 2016)

Idea: Multiple stochastic layers with lateral connections to prune
away information in higher layers. Generative model serves as prior.

mq,i,mp,i = enc/dec feature maps

qφ(z|x) = qφ(zL|x)
L−1∏
i=1

qφ(zi|zi+1,x)

qφ(zi|·) = N (zi|µi, σ2i )
µi = fµ(mq,i,mp,i)

σ2i = fσ2(mq,i,mp,i)

Limit: Restrictive and deterministic lateral connections [fµ, fσ2 ].
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Bottom-Up ResNet VAE

Idea: Lateral connections expressed by neural networks.
Deterministic features computed by residual networks.
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MNIST NLL
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CIFAR-10 bits/dim
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Conclusions

Inverse Autoregressive Flow extends NF for more expressive
posteriors without sacrificing computation or speed.

ResNet VAE incorporates the ladder structure into a more
principled probabilistic framework.

Competitive with PixelCNNs for image generation tasks at a
fraction of the time.

While autoregressive neural networks are powerful generators,
they may be overexpressive for semi-supervised learning and
distribution estimation. This is explored in the ”Variational
Lossy Autoencoder” (OpenAI ICLR 2017).
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